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Summary
We propose a novel approach that adapts 
hierarchical vision foundation models for 
real-time ultrasound image segmentation.

Methods

Results

Motivation
● Existing ultrasound segmentation methods 

often struggle with adaptability to new 
tasks, relying on costly manual annotations.

● Current real-time approaches fail to match 
state-of-the-art performance.

Contribution
● We propose an approach that adapts Hiera 

encoders and integrates DINOv2 feature for 
enhanced feature representation.

● Our method excels under limited supervision 
and achieves state-of-the-art performance on 
CAMUS and TN3K with real-time inference. 

Paper: https://arxiv.org/abs/2503.24368 Project page: https://voldemort108x.github.io/adp_seg/

Data efficiency and adaptability on cardiac ultrasound In house evaluation

Cross-dataset generalization on thyroid ultrasound

More on CAMUS

More on TN3K

● Our approach remains highly effective under limited supervision, significantly 
outperforming baselines when trained with only 1% and 10% of the training data.

● We outperform existing state-of-the-art methods on CAMUS.

● Our method demonstrates strong generalization capability when trained on TN3K 
and tested on DDTI and outperforms existing state-of-the-art methods on other 
thyroid ultrasound datasets.

DINOv2 feature visualization

Inference speed

We evaluate real-world 
applicability using 
image-level detection metrics 
(precision, recall, specificity, 
F1-score) on an in-house 
dataset where the thyroid 
gland may be absent.

Ablation study on CAMUS

(1) Hierarchical decoder 
(H-Dec.) (2) Hiera adapter 
(H-Adp.) (3) DINOv2 
feature integration (4) 
Feature interleaving.

We visualize DINOv2 features via the first three PCA 
components, showing meaningful semantics for 
segmenting indistinct ultrasound boundaries.

Our method runs at ∼30 FPS on a single GPU 
(NVIDIA L40S) and ∼77 FPS with TensorRT 
when tested on 224 × 224 images.


